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Abstract
Cluster analysis is a multivariate statistical method with a wide range of possible applications. It is especially useful for market segmentation, in which objects are divided into homogenous segments (clusters) which are further analyzed to obtain segment-specific insights. This contribution presents an application of cluster analysis on multivariate data provided by a company from a field of tourism. The dataset contains information about 5,755 travels of its customers, such as the number of passengers traveling together, age, nationality, route details, price, number of destinations booked, etc. The goal of the analysis is to divide the customers into several distinct segments according to their profiles, while demonstrating the importance of distance measure selection and linkage method selection. The results of the analysis will help to develop a targeted marketing program for the company. Since the dataset contains categorical or categorized variables, hierarchical cluster analysis for categorical data is applied to perform the market segmentation. Due to the fact, that clustering process is always strongly dependent on a similarity measure used and also on a linkage method, the optimal cluster assignment is being chosen among five similarity measures for categorical data and three linkage methods. Clustering solutions corresponding to a specific similarity measure and a specific linkage method are compared and evaluated by internal evaluation indices, which allow finding the optimal number of segments, evaluate their internal consistency and determine the best clustering solution possible.
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1. Introduction

Every company should understand the market they are working in and how to better target their customers. Identifying a target market helps a company to develop effective marketing communication strategies and focus marketing programs on customers who are most likely to purchase the product. Once a company knows its target group, it is much easier to make decisions about media allocations. For content marketing purposes, marketing personas are needed to help delivering a content that will be most relevant to company’s target audience. A marketing persona is a composite sketch of a key segment of target audience including customer demographics, behavior patterns, motivations, and goals. It is a semi-fictional representation of company’s average customer based on market research and real data about existing customers. If a company provides a wide range of products or its customers are not “homogeneous”, it might be useful to create several marketing personas, each persona representing a part of the company’s target audience. In this scenario, cluster
analysis could be used to divide customers into more “homogeneous” groups, while a marketing persona for each group would be created.

Cluster analysis has become a common tool in the field of marketing, especially for market segmentation. Smith (1956) has introduced market segmentation to marketing and it became one of the most fundamental strategic marketing concepts. Market segmentation is the division of the market or population into subgroups with similar motivations. The segmentation is often based on geographic differences, personality differences, demographic differences, use of product differences, and psychographic differences. Many authors (e.g. Arimond and Elfessi, 2001; Dolnicar, 2003; Ernst and Dolnicar, 2017; Ibrahim et al., 2017; Malone and Lusk, 2017; Müllensiefen et al., 2017; Myers, 1996) focus on this field of cluster analysis application, suggest appropriate approaches, create new methods, solve specific problems, point out the most common mistakes, etc., which indicates the importance of the research in this field.

This contribution analyzes a dataset from a company operating in the tourism industry in Europe, which wants to create several marketing personas. Therefore, the goal of the study is to identify distinct groups of customers using cluster analysis on multivariate categorical data provided by this company. The result of the analysis is a segmentation of company’s customers into several groups based on the customer’s basic characteristics. The company will use this knowledge to develop targeted marketing programs by creating a marketing persona for each group. Second goal of this contribution is to demonstrate the importance of distance measure selection and linkage method selection, that leads to different clustering solutions. The third aim of the study is to emphasize the importance of the evaluation of clustering solution using internal evaluation criteria, that measure certain relevant features of created clusters and can be used to determine the optimal number of clusters and to compare clustering solutions. In order to achieve these goals, distance-based clustering methods are used. To be specific, hierarchical clustering methods (single-linkage, average-linkage and complete-linkage) are applied to the dataset in combination with five distance measures (ES, IOF, LIN, VE and SM). These distance-based methods were chosen for the analysis because they are widely used and very popular due to their simplicity and ease of implementation in a wide variety of scenarios.

2. Dataset description

The company provided a dataset containing 18 different variables with the basic information of 5,747 trips made by passengers from all around the world organized by the company. The overview of the variables is in Table 1.

Table 1: Original dataset’s variables - overview

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Variable type</th>
<th>Variable description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passenger Number</td>
<td>numerical</td>
<td>Number of the passengers traveling on the trip.</td>
</tr>
<tr>
<td>Leader Age</td>
<td>numerical</td>
<td>Age of the passengers’ leader.</td>
</tr>
<tr>
<td>Leader Region</td>
<td>categorical</td>
<td>Region, from where the passengers’ leader comes from.</td>
</tr>
<tr>
<td>Children Traveling</td>
<td>binary</td>
<td>Was there a child traveling?</td>
</tr>
<tr>
<td>Trip Season</td>
<td>categorical</td>
<td>Season of the year, when the trip was made.</td>
</tr>
<tr>
<td>Departure Hour</td>
<td>numerical</td>
<td>Hour of departure on the trip.</td>
</tr>
<tr>
<td>Booking in Advance</td>
<td>categorical</td>
<td>How much in advance was the trip booked?</td>
</tr>
<tr>
<td>Payment Method</td>
<td>categorical</td>
<td>What payment method was used?</td>
</tr>
<tr>
<td>Trip Distance</td>
<td>categorical</td>
<td>How big distance does the trip cover?</td>
</tr>
</tbody>
</table>
The variable *Passenger Number* was initially quantitative, so it was necessary to transform it before the actual analysis is performed and create four categories instead – Single, Couple, Family, Large Group.

The variables *Origin Country* and *Destination Country* contained a large number of categories whose over-fragmentation would not be beneficial for the cluster analysis. Moreover, the company considers an information of knowing in what (larger) part of Europe are the customers traveling more beneficial than focusing on a specific country. Hence, the variables *Origin Country* and *Destination Country* were transformed into new variables *Origin Region* and *Destination Region* with three categories – Eastern Europe, Central Europe, Western Europe.

In cluster analysis, variables selection is crucial. It needs to be done with the purpose of the study in mind. The purpose of the study is to divide the customers into clusters, based on their behavior and trip preferences. Private personal information about customers (such as age, gender, preferred payment method, nationality, etc.) will be relevant later, in the process of creating marketing personas by marketing department. After thoughtful consideration, variables in Table 2 were chosen as input variables for the cluster analysis. These variables contain basic information about passengers and their trips with the company.

Table 2: An overview of the analyzed variables

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Variable type</th>
<th>Variable description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passenger Number</td>
<td>categorical</td>
<td>Group size and type is the customers.</td>
</tr>
<tr>
<td>Children Traveling</td>
<td>binary</td>
<td>Was there a child traveling?</td>
</tr>
<tr>
<td>Trip Season</td>
<td>categorical</td>
<td>Season of the year, when the trip was made.</td>
</tr>
<tr>
<td>Booking in Advance</td>
<td>categorical</td>
<td>How much in advance was the trip booked?</td>
</tr>
<tr>
<td>Sightseeing</td>
<td>binary</td>
<td>Did the trip include sightseeing?</td>
</tr>
<tr>
<td>Origin Region</td>
<td>categorical</td>
<td>The region of departure.</td>
</tr>
<tr>
<td>Destination Region</td>
<td>categorical</td>
<td>The destination region.</td>
</tr>
</tbody>
</table>

Source: The authors’ work.

Also, the variables should not be strongly correlated, as this would increase their weight in the analysis, which could lead to misleading results. Before the variables enter the analysis, their correlations were found using the algorithm CATPCA (non-linear PCA method). This method was chosen since it transforms categorical data into quantitative ones and calculate correlation matrix containing Pearson correlation coefficients. Table 3 shows the correlations between the pairs of the analyzed variables. The variables *Origin Region* and *Destination Region* are almost linearly dependent. It means that customers are very rarely organizing trips
between regions. To prevent distortion of the cluster analysis, only the variable *Origin Region* will be used in the analysis.

Table 3: Correlations among chosen variables

<table>
<thead>
<tr>
<th>Passengers Number</th>
<th>Children Traveling</th>
<th>Trip Season</th>
<th>Booking in Advance</th>
<th>Sightseeing</th>
<th>Origin Region</th>
<th>Destination Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passenger Number</td>
<td>1.000</td>
<td>-0.218</td>
<td>-0.124</td>
<td>-0.103</td>
<td>-0.045</td>
<td>0.064</td>
</tr>
<tr>
<td>Children Traveling</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trip Season</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Booking in Advance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sightseeing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Origin Region</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Destination Region</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: The authors’ work.

3. Design of the experiment and methods used

The final dataset consists of six categorical variables, namely *Passenger Number, Children Traveling, Booking in Advance, Sightseeing, Trip Season, Origin Region*. The three chosen hierarchical clustering methods are used in combination with five distance measures. The results of clustering process are evaluated and compared using the *within-cluster mutability* (WCM) and the *pseudo F index based on the mutability* (PSFM). Based on the values of internal evaluation indices the most suitable solution is selected and used for further analysis by marketing department, that is going to use additional information about the customers and create marketing personas.

3.1 Methods of hierarchical clustering

Three hierarchical methods are used in this contribution: the complete linkage, the average linkage, and the single linkage methods.

The *complete linkage method* defines a dissimilarity between two clusters as the dissimilarity between two farthest observations from both clusters. Let us denote $D_{complete}(C_k, C_l)$ the distance between clusters $C_k$ and $C_l$ and $x_i$ the $i$-th data observation. Then, the dissimilarity between two clusters can be expressed by the formula:

$$D_{complete}(C_k, C_l) = \max_{x_i \in C_k; x_j \in C_l} D(x_i, x_j). \quad (1)$$

The *average linkage method* takes average pairwise dissimilarity between observations in two different clusters. Let us denote $D_{average}(C_k, C_l)$ the distance between clusters $C_k$ and $C_l$, with the numbers of observations in $k$-th and $l$-th clusters denoted as $n_k$, $n_l$. Let $x_i$ be the $i$-th data observation. Then, the dissimilarity between two clusters can be expressed by the formula:

$$D_{average}(C_k, C_l) = \frac{\sum_{x_i \in C_k} \sum_{x_j \in C_l} D(x_i, x_j)}{n_k n_l}. \quad (2)$$

The *single linkage method* defines a dissimilarity between two clusters as the dissimilarity between two closest observations from both clusters. Let us denote $D_{single}(C_k, C_l)$ the distance between cluster $C_k$ and $C_l$ and $x_i$ the $i$-th data observation. Then, the dissimilarity between two clusters can be expressed by the formula:

$$D_{single}(C_k, C_l) = \min_{x_i \in C_k; x_j \in C_l} D(x_i, x_j). \quad (3)$$
3.2 Distance measures

Due to the nature of the data provided by the company, these five measures were used for the experiment: ES measure (Eskin et al., 2002), IOF measure (Sparck-Jones, 1972), LIN measure (Lin, 1998), VE measure (Šulc, 2016) and SM measure (Sokal and Michener, 1958).

Let us denote the categorical data matrix \( \mathbf{X} = [x_{ic}] \), where \( i = 1, 2, \ldots, n \) and \( c = 1, 2, \ldots, m \); \( n \) is the total number of objects and \( m \) is the total number of variables. The number of categories of the \( c \)-th variable is denoted as \( K_c \), absolute frequency as \( f \), and relative frequency as \( p \).

The overview of formulas can be found in Table 4, where the column \( S_c(x_{ic} = x_{jc}) \) presents similarity computation for matches of categories in the \( c \)-th variable for the \( i \)-th and \( j \)-th objects, and the column \( S_c(x_{ic} \neq x_{jc}) \) represents mismatches of these categories. The last column represents the total similarity \( S(x_i, x_j) \) between the objects \( x_i \) and \( x_j \).

Table 4: Similarity measures overview

<table>
<thead>
<tr>
<th>Measure</th>
<th>( S_c(x_{ic} = x_{jc}) )</th>
<th>( S_c(x_{ic} \neq x_{jc}) )</th>
<th>( S(x_i, x_j) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ES</td>
<td>( \frac{K^2}{K^2 + 2} )</td>
<td>( \sum_{i=1}^{m} S_c(x_{ic}, x_{jc}) )</td>
<td>( \frac{\sum_{i=1}^{m} S_c(x_{ic}, x_{jc})}{m} )</td>
</tr>
<tr>
<td>IOF</td>
<td>( \frac{1}{1 + \ln f(x_i) \cdot \ln f(x_j)} )</td>
<td>( \sum_{i=1}^{m} S_c(x_{ic}, x_{jc}) )</td>
<td>( \frac{\sum_{i=1}^{m} S_c(x_{ic}, x_{jc})}{m} )</td>
</tr>
<tr>
<td>LIN</td>
<td>( 2 \ln p(x_{ic}) )</td>
<td>( 2 \ln(p(x_i) + p(x_j)) )</td>
<td>( \frac{\sum_{i=1}^{m} S_c(x_{ic}, x_{jc})}{m} )</td>
</tr>
<tr>
<td>VE</td>
<td>( - \frac{1}{\ln K_c} \sum_{u=1}^{K} p_u \ln p_u )</td>
<td>0</td>
<td>( \frac{\sum_{i=1}^{m} S_c(x_{ic}, x_{jc})}{m} )</td>
</tr>
<tr>
<td>SM</td>
<td>1</td>
<td>0</td>
<td>( \frac{\sum_{i=1}^{m} S_c(x_{ic}, x_{jc})}{m} )</td>
</tr>
</tbody>
</table>

Source: The authors’ work.

In order to compute a proximity matrix, it is necessary to compute dissimilarities \( D(x_i, x_j) \) between all pairs of objects. To obtain dissimilarities from similarities, transformations inspired by Deza and Deza (2013) are used. For the measures SM and VE, the dissimilarities are calculated using the following formula:

\[
D(x_i, x_j) = 1 - S(x_i, x_j)
\]  

(4)

For the measures ES, IOF and LIN, the dissimilarities are calculated using this formula:

\[
D(x_i, x_j) = \frac{1}{S(x_i, x_j)} - 1
\]

(5)
3.3 Evaluation of clustering solution

The evaluation of the created clusters is necessary to obtain only one final clustering solution. Řezanková et al. (2011) proposed several criteria based on variability measures suitable for categorical data.

It is desired to create clusters with the low within-cluster variability. In this paper the pseudo F index based on the mutability (PSFM), is used for this purpose, which can be expressed by the following formula:

\[
PSFM(k) = \frac{(n - k)[WCM(1) - WCM(k)]}{(k - 1)WCM(k)},
\]

where \( WCM(1) \) is the variability based on the mutability in the whole dataset with \( n \) observations, and \( WCM(k) \) is the within-cluster variability in the \( k \)-cluster solution. \( WCM(k) \) is computed as

\[
WCM(k) = \sum_{g=1}^{k} \frac{n_g}{n} \sum_{c=1}^{m} G_{gc},
\]

where \( n_g \) is the number of objects in the \( g \)-th cluster \( (g = 1, 2, \ldots, k) \), \( m \) is the total number of variables and \( G_{gc} \) is the mutability by the \( c \)-th \( (c = 1, 2, \ldots, m) \) variable in the \( g \)-th cluster expressed as

\[
G_{gc} = 1 - \sum_{u=1}^{K_c} \left( \frac{n_{gcu}}{n_g} \right)^2,
\]

where \( n_{gcu} \) is the number of objects in the \( g \)-th cluster by the \( c \)-th variable with the \( u \)-th category \( (u = 1, \ldots, K_c) \) and \( K_c \) is the number of categories by the \( c \)-th variable.

A number of cluster is considered to be the optimal number of clusters, when its value of PFSM index is the highest of PSFM values across all examined cluster solutions. In such a cluster solution, the highest decrease of the within-cluster variability occurs.

4. Experiment and results

The whole analysis was performed in IBM SPSS Statistics 25 (IBM Corp., 2017), using its standard procedures. First, the dataset was modified as described in Section 2. Then, three hierarchical clustering methods introduced in Section 3.1 in combination with five distance measures from Section 3.2 were used in hard clustering process. Lastly, the WCM and PSFM indices for each clustering solution is computed. As the final clustering solution is considered the one, where the highest decrease of WCM occurs and it is also interpretable and makes sense for the company. The optimal number of clusters is determined using the PSFM internal evaluation index.

The within-cluster variabilities of clustering solutions with given distance measure, where the number of clusters in the clustering solution varies from one to six, are shown in Figure 1, Figure 2 and Figure 3. Each figure corresponds to one hierarchical clustering method and shows values of WCM for different numbers of clusters.
Figure 1: Complete-linkage method

Source: The authors’ work.

Figure 2: Average-linkage method

Source: The authors’ work.

Figure 3: Single-linkage method

Source: The authors’ work.
Table 5 shows the optimal numbers of clusters based on values of the PSFM index. Bold values in the table represent the optimal number of clusters in the clustering solutions corresponding to the highest value of the PSFM index for a given distance measure and a given linkage method.

Table 5: The optimal number of clusters based on PSFM

<table>
<thead>
<tr>
<th>Measure</th>
<th>Complete-linkage</th>
<th>Average-linkage</th>
<th>Single-linkage</th>
</tr>
</thead>
<tbody>
<tr>
<td>ES</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>IOF</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>LIN</td>
<td>2</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>VE</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>SM</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Source: The authors’ work.

As seen from Figures 1-3 and Table 5, the complete-linkage method provided the best results (based on the values of internal evaluation indices), since it actually decreased the variability of clustering solution with increasing number of clusters by all similarity measures. The average-linkage method gives satisfying results only in combination with the VE measure. A significant decrease of within-cluster variability for the single-linkage method occurs only in the two-clusters solution with measures ES, IOF, LIN; however, the variability does not have decreasing tendency with an increasing number of clusters.

A combination of the complete-linkage method with the ES and IOF measures provides the same results. The VE measure gives the same results combined with the average-linkage method as well as with the single-linkage method.

Based on the values in Table 5, it is also obvious that a distance measure is a crucial parameter of cluster analysis, that determines an outcome of an analysis. For example, the optimal number of clusters for a clustering solution from the complete linkage method in combination with the LIN measure is equal to two, while combination of the complete linkage method and measure VE leads to a solution with four clusters. Also, within-cluster variability can be very different for different distance measures. While clustering using the average linkage method with measures ES, VE and LIN leads to clustering solutions with low within-cluster variability, clustering solutions corresponding to the average linkage method with measures SM and IOF have much higher within-cluster variability.

The most promising clustering solutions appear to be:

- **three-clusters solution with the ES measure and the complete linkage method**
  
  o Using this combination of hierarchical clustering method and distance measure, a division of the dataset into three clusters was achieved. The first cluster consists of customers traveling for pleasure (with a lot of sightseeing) without children. The second cluster is the cluster of customers traveling without children for purposes other than sightseeing. The third cluster includes all customers traveling with children. This third cluster is small due to a small number of clients with children.
• two-or-three-clusters solution with IOF or LIN measure and complete linkage method
  o This two-clusters solution divides customers into two groups using mostly *Sightseeing* variable. The first cluster includes customers interested in sightseeing. The second one includes customers, that are not interested in sightseeing trip.
  o Three-clusters clustering solution is slightly worse than the previous one, however it also gives a relatively meaningful division of customers into three clusters. First cluster contains customers interested in sightseeing. Customers traveling without any stops on their way are divided into two clusters – in the second cluster are the customer who booked the trip on the last-minute and in the third cluster are the ones, who booked the trip sufficiently in advance.

• two-clusters solution with the ES measure and the average linkage method
  o This two-cluster solution creates one very large cluster of customers traveling without children and one small cluster with customers traveling with children.

According to internal evaluation criteria, the best customer segmentation seems to be dividing customers into three clusters using the complete-linkage hierarchical clustering and the IOF or LIN distance measure or the complete-linkage hierarchical clustering in the combination with the ES measure.

Clustering solution corresponding to a combination of the complete-linkage method and the IOF or LIN distance measures makes it very easy to separate sightseeing tourists from the non-tourists (most likely people on business trips), which are further divided into a group of those who book the trip on time and a group of those who book it on last-minute. This solution might be interesting for the company due to several reasons. The marketing department can use additional information about the customers and create three marketing personas. This will help them develop targeted marketing programs for people who are interested in sightseeing, people who are not interested in sightseeing and book the trip on very last minute (people who urgently need a transport from one place to another) and people who are not interested in sightseeing and book the trip in advance (most likely businessmen).

Another possibility is to follow the customer segmentation corresponding to the clustering solution obtained by the complete-linkage hierarchical clustering in combination with the ES measure. This clustering solution divides customers into three groups. If the marketing department decides to create marketing personas for these three groups, they can focus their marketing on people who are travelling with children, people who are travelling for pleasure (and are interested in sightseeing) and on people who just need a transfer from one place to another.

Both solutions are well interpretable, final clusters have the low within-cluster variability and make sense for the company.

5. Conclusion

This contribution focused on application of cluster analysis in the field of marketing. Cluster analysis of multivariate categorical dataset containing the basic information about customers of one company was performed in order to divide the company’s customers into distinct groups. For this purpose, three hierarchical clustering methods were used in
combination with five distance measures, leading to several clustering solutions. The obtained clustering solutions were analyzed, compared, and interpreted. Internal evaluation criteria were used for the optimal number of cluster determination and for evaluation of created clusters. The results of the analysis will be used by the company’s marketing department to create targeted marketing programs. This contribution also illustrated the importance of distance measure selection and linkage method selection in hierarchical clustering, as they lead to different clustering solutions.
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